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Summary

A bit about some faily stuff (Not entirely my fault) 

Some stuff I failed at (mostly vendors fault) 

Some pictures (all mine) 

Some Advice (That I learned the hard way)



What is failure?

When stuff happens that we didn’t expect or anticipate 

Not always bad or catastrophic outcomes 

Can we learn from it? 

You guys learn a lot when you find bugs, vendors learn a lot too 

 Hopefully everything gets better



System Failure

Disk related failure 

/tmp filled up. Now you can’t install anything. 

/var is full. No more logs for you today. 

/ is full. Everything is fucked. Can’t login. 

How long have you been running on 1 power supply? 

How do we prevent this?



Big file systems 

If you have more than about 4TB of disk space, you’re going to run into problems with 
hrStorageTable (1.3.6.1.2.1.25.2.3 ) or dskTable ( 1.3.6.1.4.1.2021.9 ) 

What does 200TB look like if the counter wraps? 

Use extended SNMP attributes to monitor % of space, and maybe how many GB you have used 

in snmpd.conf  

extend diskpercent /scripts/diskpercent.sh 

diskpercent.sh is just 

df -h /mnt/diskwhatever|awk {'print $5'}|tail -n 1|sed s/\%//g 

this ends up being 1.3.6.1.4.1.8072.1.3.2.3.1.1."diskpercent"' 

snmpwalk -v2c -c yourcommunity hostname 1.3.6.1.4.1.8072.1.3.2.3.1.1.\”diskpercent\"





Monitor your stuff

Hopefully you have Nagios etc 

Get a usb cellular modem - use that to send text alerts. If your 
internet goes down, that swanky Twilio API aint gonna be worth shit 

Put ILOs on all your servers. Or use vmware, xen, etc. Easier to 
reboot from bed rather than hiking to the DC in the middle of the 
night 

This years lesson is - don’t put the ILOs directly on the internet, put 
them behind VPN on separate mgmt network. Don’t use the same 
switch as for data if possible



Who monitors the monitor?

Monitor your monitoring box 

Put another box somewhere else, or borrow someone else’s 
monitoring system 

If your Nagios box dies in the night, you aren’t going to want 
your customer to be the one to tell you your webserver is busted 
in the morning



Indescriminate deletion 

rm -rf /<tab> no complete, accidental enter 

fuck 

ILO and restore time!



Backups

Back up your servers. rsnapshot is Good Enough 

Test your backups! 

Don’t put your backup server in the same place as the servers 
you’re backing up 

Disk is pretty cheap. 2TB disks are flaky as hell, though. 

WD has a better RMA procedure than Seagate



Bitflipping

bitflipping / bitsquatting (see last years talk) 

exploit bitflip memory failure in dns lookups 

Last year I did some trademe variants 

Failed at instrumenting the DNS lookups and apache setup entirely 

Did it somewhat better this year, with some other domains, setup a new vm, 
dedicated DNS server, all logging on etc 

NO FUCKING HITS on the domains I picked 

(except googlebot) 

FAIL



bitflipping fail

Kind of hard to figure out what is actually going to get you a lot 
of hits with regard to bitflipping anyway 

best thing seems to be just register lots of domains 

interesting bitflip is . -> n 

eg www.amazon.com -> wwwnamazon.com

http://wwwnamazon.com


jquery

who uses jquery? 

jque2y.com 

ajaxngoogleapis.com 

already had some hits 

all your jquery are belong to me

http://jque2y.com
http://ajaxngoogleapis.com


So you like SNMP?

Simple Network Management Protocol 

SNMP is a standard, right? 

Should be pretty easy to use standard tools to look at all devices 
with no issues at all, in 2013?? 

ha ha ha



BGP and SNMP

How many BGP peers are up? how many are down? who is affected by 
this outage RIGHT NOW? 

Don’t want to mess around sshing to routers running weird commands 

write a script  - bgpstatus.sh (see me later if you want it) 

Poll a bunch of OIDs to get BGP status for all your peers 

Nicely formatted display 

Totally useless without extra data because Cisco doesn’t include peer 
descriptions in SNMP  - FAIL



RANCID to the rescue

Use RANCID to back up your routers 

Can mine this data with bgpstatus.sh 

Now we have a useful BGP status script 

Only good if you don’t have overlapping IPs in VRFs (BGP MIB 
has no support for this, not really Cisco’s fault, but annoying) 

Also no IPv6 Support < ios 15.2  (cbgpPeer2Table)  FAIL



Total	  Peers	  Configured	  for	  xxxxxx-‐rt1	  :	  87	  
IP	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Advertised	  	  	  	  	  Denied	  	  	  Accepted	  	  	  	  	  	  Limit	  State	  	  	  Description	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  495	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT1	  	  	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  97	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT2	  	  	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  4056	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT3	  	  	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  482394	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT4	  	  	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  474874	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT5	  	  	  	  	  	  	  	  	  	  	  	  
192.168.xxx.xxx	  	  	  	  	  	  	  72280	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  858	  	  	  No	  Limit	  Up	  	  	  	  	  	  xxxxx-‐RT6	  	  	  	  	  	  	  	  	  	  	  	  
10.100.xxx.xxx	  	  	  	  	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  100	  Up	  	  	  	  	  	  CustomerA	  	  	  
10.101.xxx.xxx	  	  	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  100	  Active	  	  CustomerB	  	  	  	  
10.102.xxx.xxx	  	  	  	  	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  24	  	  	  	  	  	  	  	  	  	  1	  	  	  	  	  	  	  	  100	  Up	  	  	  	  	  	  CustomerC	  	  	  	  
10.103.xxx.xxx	  	  	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  100	  Down	  	  	  	  CustomerD	  	  	  	  	  	  	  	  	  	  
10.104.xxx.xxx	  	  	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  100	  Down	  	  	  	  CustomerE	  
10.105.xxx.xxx	  	  	  	  	  	  	  	  65035	  	  	  	  	  	  	  	  	  19	  	  	  	  	  	  	  	  	  15	  	  	  	  	  	  	  	  100	  Up	  	  	  	  	  	  CustomerF	  

Neighbor	  	  	  	  	  	  	  	  V	  	  	  	  	  	  	  	  	  	  	  AS	  MsgRcvd	  MsgSent	  	  	  TblVer	  	  InQ	  OutQ	  Up/Down	  	  State/PfxRcd	  
10.10.xxx.xxx	  	  	  4	  	  	  	  	  	  	  	  xxxxx	  	  	  38723	  	  	  43490	  103858955	  	  	  	  0	  	  	  	  0	  6d17h	  	  	  	  	  	  	  	  	  	  	  0	  
10.20.xxx.xxx	  	  	  4	  	  	  	  	  	  	  	  xxxxx	  	  506534	  	  489968	  103858955	  	  	  	  0	  	  	  	  0	  11w2d	  	  	  	  	  	  	  	  	  	  	  1	  
10.30.xxx.xxx	  	  	  4	  	  	  	  	  	  	  	  xxxxx	  	  474942	  	  567092	  103858955	  	  	  	  0	  	  	  	  0	  11w2d	  	  	  	  	  	  	  	  	  	  	  1	  
10.100.xxx.xxx	  	  4	  	  	  	  	  	  	  	  xxxxx	  	  	  	  	  	  	  0	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  1	  	  	  	  0	  	  	  	  0	  never	  	  	  	  	  	  	  	  Idle

bgpstatus output:

Cisco sh bgp summary output:



IOS-XR VRFs

You can create SNMP contexts in IOS-XR 4.x 

https://supportforums.cisco.com/thread/2219379 

bug referenced is private, though. 

not sure on 5.x, probably still works

https://supportforums.cisco.com/thread/2219379


Alcatel 7210

If you configure epipe services on ALU 7210, these aren’t in the normal ifTable 

VENDOR FAIL, this makes it annoying to monitor, I assume they hate their 
customers 

No support by default in a few nms tools I tried 

sapBaseStatsIngressForwardedPackets     
1.3.6.1.4.1.6527.6.2.2.2.8.1.1.1.3.random.random.random 

1.3.6.1.4.1.6527.3.1.2.4.3.2.1.5 - description table 

has speechmarks in the regular ifTable, so don’t use that either, annoying to parse 
output 

1.3.6.1.4.1.6527.3.1.2.2.4.2.1.5.1 - slightly better formatted interface table



Bluecoat PacketShaper

HA HA HA You thought you could get 64 bit interface counters 

This is important in high bandwidth applications, because 32 bit 
counters will wrap within your 5 minute polling period 

Instead of one 64 bit counter, has two 32 bit OIDs, one with the high 
32 bits, one with the low 32 bits 

high * 2**32 + low and you get your 64 bit counter 

no direct support for that in most standard nms tools 

we had to write custom target module to support this type of vendor fail



Graph fail + fix



Internet mapping

Been trying to make a map of the internet for a long time 

A few people have done this already with varying successes 

http://www.caida.org/research/topology/ 

I think the maps they made are all boring and fail at being cool 

Surely this can’t be too hard, I’ll just do it myself!



Data Source

Need data sources 

ape/wix looking glass (fail) 

www.routeviews.org has historical route table archives 

Lets just take the “sh ip bgp” type output 

mrt files are probably useful, but I’ve ignored them for now

http://www.routeviews.org


BGP Looking Glasses

So you want some info on the BGP table, but you don’t have a 
router 

Lets look at the APE/WIX and try and get a full list of routes 

type regexp ^ into http://nzix.net/cgi-bin/lg.cgi 

Select rs1.wix 

If it worked nice you should see at the bottom a total 

Total number of prefixes 1224

http://nzix.net/cgi-bin/lg.cgi


BGP Looking Glasses

Try again with rs1.ape or rs2.ape 

Hmm, nope, don’t get that summary at the end. maybe it was just 
a temporary blip. Try again. 

Nooooooope. still busted. 

!

Looking Glass FAIL



ASNs

ASN = Autonomous system number 

Links between ASNs make up the internet 

Graph those links, and you’ll graph the internet (from the 
perspective of the BGP route collection boxes) 

Use AWK to parse 



grep	  "\	  [i,e]$"	  oix-‐full-‐snapshot-‐2012-‐12-‐06-‐0600	  |	  grep	  -‐v	  “{"	  |	  

awk	  '{	  

if	  (NF-‐1	  >	  7) 
for	  (i	  =	  7;	  i	  <=	  NF-‐2;	  i++)	  

if	  (($i	  !=	  $(i+1))	  &&	  ($i	  !=	  0)	  &&	  ($(i+1)	  !=	  0))	  print	  $i,”,",$(i+1)  
}’	  |	  sort	  |	  uniq	  >	  2012-‐12.txt	  

!



Maxmind

Maxmind has a free dataset, you may be familiar with it 

Tie that together with aforementioned ASN paths to try and 
guess at geolocation 

Use some graphing software to make a map of the world





Internet Map

Well that was kind of boring, actually 

What if I put the AS Names on it? 

Might need to be able to zoom in on it 

end up with stupidly huge PNG files, and you still can’t read it 
properly  

FAIL





SVG? KML?

Browsers suck-ass at this kind of map represented as an SVG file 

Maybe try a KML? 

Google earth will load it but it’s just a mass of white everywhere 

About ready to give up?

















OpenOrd

Found a nice plugin for Gephi called OpenOrd which will do a 
layout, ignore all the lat/long stuff 

Can use this to end up with an internet tag cloud type thing





still too big

Still can’t zoom in on it without making the image gigantic 

Try exporting the giant image to a tile-based system? 

Tried Mapbox. didn’t work. 

Tried some other stuff, job sat processing for 24hrs, still no luck. I think I 
broke their system. 

Fail again. Got stuck at this point for about 6+ months. 

This map has 45000 nodes, 95000 edges 

Even Gephi seems to struggle a bit, some of the plugins aren’t WEB SCALE



SeaDragon 

Microsoft made a little thing called SeaDragon (yay, Microsoft!) 

Someone wrote an output plugin for this for Gephi 

WIN! 

It’s live online right now and you can go and play with it 

http://static.jedi.net.nz/SD/

http://static.jedi.net.nz/SD/


no internet here

have a couple of screenshots 

You can zoom in and (kind of) read the names 

Still need to work on readability in the mush, but this is now 
heaps better 

Can you tell that Level3 and Cogent rule the internet? 

The clusters seem to roughly correspond to geographic areas 

Still tops out at about 12000x10000 before plugin crashes









In Summary

Don’t buy lots of disk and expect to be able to graph it easily 

Don’t buy weird equipment 

Don’t try and do weird shit with data or even normal stuff with 
SNMP without being prepared to fail a LOT 

Don’t pretend you can sysadmin, hire a real one if you don’t 
know what you’re doing :) 

Pictures of cats



Bonus Slide - Image host fail

most image hosts will let you hide zip files in your jpegs 

just cat file.zip >> file.jpg 

unzip file.jpg works fine 

look at image in image software, works fine 

this is not new, and exploits “features” of each file format 

They could fix this but don't seem to be interested, or don’t think they need to - 
simple image reprocessing rather than allow the raw image to be downloaded 
would fix it 

In the mean time, enjoy using flickr’s free 1TB of storage for your lolcat collection



Thank you! 

twitter.com/trogs

http://twitter.com/trogs

